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ABSTRACT
Children who have Attention-Deficit/Hyperactivity Disorder (ADHD) have a chronic behavioral disease. Children with 
ADHD have a hard time focusing and controlling their actions. One of the most difficult problems in controlling and treat-
ing this condition is early detection. There is yet to be discovered a reliable professional procedure for early detection of 
this condition. The electroencephalogram (EEG) is a useful neuroimaging technique for researching ADHD; one of the key 
goals is to define the EEG of ADHD youngsters. Numerous methods based on EEG signals have been put out in the litera-
ture to address this issue since they are an effective neuroimaging approach for studying ADHD. The best recording for-
mats and channels for diagnosing ADHD, however, have not been the subject of many research. Machine learning (ML) 
and Artificial Intelligence (AI) strategies for identifying ADHD using EEG-based tools are discussed in this paper. Although, 
in the case of ADHD, the utilization of ML and AI approaches is restricted. However, the data clearly imply that combining 
EEG technologies with ML/AI may be utilized to detect ADHD. For categorizing adult ADHD subtypes based on EEG power 
spectra, ML algorithms that incorporate several classifiers are presented. A widely used deep learning (DL) method is the 
convolutional neural network (CNN). The use of DL approaches in ADHD research, on the other hand, is currently re-
stricted. EEG has been used in studies to look for ADHD neurological connections. Recent advances in deep learning algo-
rithms, particularly CNN, are anticipated to overcome the issue.
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INTRODUCTION

Although it has recently been shown to persist 
into adulthood, attention deficit hyperactivity disor-
der (ADHD) is a complex neurobehavioral condition 
that is often diagnosed in children and adolescents. 
Inattention, hyperactivity, and impulsivity are 
symptoms of the disease, according to the DSM-IV 
(American Psychiatric Association, 1994). 2.5% of 
adults and 8.4% of children are thought to have 
ADHD. Despite adopting a different nomenclature, 
hyperkinetic disorder (HD), the ICD-10 [1] specifies 
identical criteria for the illness. Childhood preva-
lence is predicted to be between 5 and 9 percent [2]. 

More than half of children with ADHD still have 
clinically significant symptoms as adults, even 
though symptoms may become better with maturi-
ty. This indicates that roughly 5% of adults through-
out the globe are impacted. Young children often 
exhibit many of the traits associated with ADHD, in-
cluding a high degree of activity, difficulty being still 
for long periods of time, and short attention spans. 
Children with ADHD are distinguished by their ex-
cessive hyperactivity and inattention relative to 
their age, which may be distressing and/or make it 
difficult for them to function at home, school, or 
with friends.
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Scientists have not yet pinpointed the precise 
causes of ADHD. There is evidence that heredity 
may play a part in ADHD. Every third kid with ADHD 
has a family member who also has the condition. 
ADHD may also be brought on by premature deliv-
ery, brain damage, the mother’s use of alcohol,  
tobacco, or high levels of stress while pregnant. It 
can be difficult to diagnose, particularly in young-
sters. No test will detect it. Doctors diagnose ADHD 
in children and adolescents after in-depth discus-
sions about symptoms with the child, parents, and 
teachers and after closely observing the child’s be-
haviour. The American Psychiatric Association’s 
guidelines, which are based on the quantity and 
persistence of a patient’s symptoms, are used by 
doctors. They will also rule out other potential causes 
of the symptoms, such as health disorders or daily 
difficulties. To confirm a diagnosis of ADHD or 
learning problems, a battery of neurological and 
psychological tests may be administered to a kid. 
The tests should be administered by a doctor or 
mental health specialist who has expertise identify-
ing and treating ADHD. You could be referred to a 
psychiatrist, psychologist, or psychotherapist by 
your primary care physician.

Researchers have been looking for links between 
ADHD and electroencephalography (EEG), the oldest 
tool for systematically evaluating human brain cor-
tex activity, since the early 1990s. An increase in the 
strength of slow waves, a decrease in the power of 
fast waves, or both, are the most often reported EEG 
abnormalities in children with ADHD, which are 
frequently assessed using the theta-beta ratio (TBR). 
Given the complexity of the multivariate EEG pro-
file and the diversity of the ADHD population, we 
suggest that EEG abnormalities in children with 
ADHD should be customized at high frequency reso-
lution. In other words, rather of looking for abnor-
malities within certain frequency ranges, EEG 
anomalies should be detected separately at each fre-
quency point. When applied to ADHD children, da-
ta-driven classifiers may extract individual-specific 
information in addition to identification judge-
ments, therefore deep learning approaches may 
play a crucial role in attaining this goal. If it can de-
tect specific variances in each person, this kind of 
diagnostic instrument may be simpler to use.

Most EEG studies on ADHD children focus on in-
dicators like lower alpha and beta bands, as well as 
higher theta and delta bands, to distinguish ADHD 
children from healthy control groups [3-10]. The 
findings of the few EEG investigations including 
ADHD adults [11-15] are extremely different. This 
may be because both the developmental aspect of 
the disease and the quantitative EEG characteristics 
were examined. Because of this, diagnosing an 
adult’s condition still requires the skills and exper-
tise of the doctor.

The bulk of methods for identifying pertinent 
discriminators between control and ADHD groups 
use data acquired from EEG readings using simple 
statistical techniques like the ANOVA test. In studies 
of ADHD children and adolescents, these methodol-
ogies have produced consistent findings among re-
searchers, but this is not the case in studies of ADHD 
adults. Deep learning approaches have made enor-
mous strides in computer vision and natural lan-
guage processing over the past few decades, thanks 
to faster processors and bigger annotated data sets. 
For diverse types of data, multiple deep learning  
architectures have been designed. The most popular 
deep learning architecture is a multi-layer percep-
tron (MLP), which can produce results for a variety 
of inputs. Other common deep learning architec-
tures include convolutional neural networks (CNNs), 
which are good for image- like data, and recurrent 
neural networks (RNNs), which are good for sequen-
tial data (such as text). The community’s interest in 
applying intelligent algorithms to the challenge of 
diagnosing ADHD in children has been piqued by 
the algorithms’ capacity for learning.

Convolutional neural networks (CNNs), in par-
ticular, function as black boxes in deep learning 
models, and this makes it difficult to understand the 
results, which is the main drawback of using these 
methods in clinical practise. Diverse visualisation 
approaches, including as saliency maps, activation 
maps, noise iteration, and picture occlusion, have 
been presented as a means of illuminating the mys-
tery of CNN models. However, not all ways are effec-
tive owing to the inherent discrepancies between 
pictures and EEG data, and depending on how the 
EEG is represented, the findings of the visualisation 
may have a variety of clinical interpretations even if 
an appropriate practical interpretation is not avail-
able. As a result, it’s critical to find the best approach 
to present the data as well as decipher what it signi-
fies dependent on the EEG data type.

BACKGROUND

In this context, machine learning (ML) refers to 
the use of computer algorithms that can pick up cer-
tain tasks from example data without explicit writ-
ten instructions, i.e., the diagnosis of neurological 
disorders. To produce the most precise predictions 
for new data, this area of artificial intelligence uses 
complex statistical techniques to find predictive or 
discriminating patterns in training data. Several 
data mining algorithms have been created as a re-
sult of data mining research. These algorithms may 
be directly applied to a dataset for the purpose of 
constructing models or deriving crucial conclusions 
and inferences from that dataset. Among other 
prominent data mining methods, there are decision 
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trees, Nave Bayes, k-means, and artificial neural 
networks.

Artificial neural networks, Nave Bayes, k-means, 
and decision trees are a few popular techniques for 
data mining. Machine learning algorithms or meth-
ods are categorised into five subfields using learn-
ing approaches: unsupervised learning, semi-super-
vised learning, supervised learning, deep learning, 
and reinforcement learning. Approaches to super-
vised learning use labelled input data with prede-
termined outcomes. Methods in this category create 
a connection between the input and output proper-
ties of a labelled dataset. Labelled data facilitates 
the development of more dependable and accurate 
models, although the process is computationally in-
tensive. Although the output characteristics are un-
known before to the analysis, unsupervised learn-
ing techniques try to analyse the data structure in 
an unlabeled input dataset and provide a mapping 
between the input and output attributes. Semi-su-
pervised Learning techniques utilised both labelled 
and unlabelled datasets to create models for intelli-
gence inference. The objective of these strategies is 
to maximise the rewards from the outcome. This ap-
proach of reinforcement learning generates a series 
of decisions that maximise rewards. Deep Learning 
focuses on the unification of artificial intelligence 
and machine learning. It utilises common data to 
deliver valuable insights. It solves input datasets 
that contain fewer tagged data.

Machine learning algorithms or techniques are 
also classified using learning problems as: Classifi-
cation, Optimization, Clustering, and Regression. 
Classification is a grouping strategy dependent on 
the goal value and dataset. It quantifies and classi-
fies the dataset based on the supplied goal value. 
Clustering is a method that finds intelligence-gener-
ating patterns from datasets by identifying intrigu-
ing patterns. In regression method, knowledge or 
data is extracted from prior learning experiences. 
An equation is constructed that corresponds to the 
majority of the data points, and data points that do 
not fit the curve are discarded. Optimization is a 
technique for enhancing the system’s performance 
in terms of several attributes. In clustering, unlike 
classification, the goal value is either not supplied as 
an input or is an unknown parameter.

K Nearest Neighbour

A fundamental supervised learning technique is 
K-Nearest Neighbor. The most comparable category 
is chosen based on the assumption that the new in-
stance or data is equivalent to previous examples. 
The method stores all accessible data and compares 
it to previously stored data. Using the KNN method, 
fresh data may be quickly sorted into a suitable cat-
egory. Problems with classification and regression 

may both be resolved utilising the KNN approach. It 
is sometimes referred to as a “lazy learner” algo-
rithm since data from the training set is kept instead 
of being immediately learnt and then utilised to cat-
egorise. The KNN algorithm simply stores the data-
set and categorises it into a group that is similar to 
the incoming data during the training phase. A new 
data point, x1, and two categories, A and B, are as-
sumed. To solve this issue, a KNN approach is re-
quired. We can easily identify a dataset’s category or 
class using KNN.

KNN is a basic algorithm that saves all examples 
and categorises new cases based on similarity. i) 
Case- based reasoning (KNN) ii) inductive reasoning 
iii) case study learning. Since 1970, KNN algorithms 
have been employed in statistical estimation and 
pattern identification. It has two types. i) KNN with-
out structure ii) structure-based KNN. Structure-less 
KNN divides data into training and test samples. The 
shortest distance between two points is termed the 
nearest neighbour. These include the orthogonal 
structure tree (OST), ball tree, k-d tree, suggested a 
KNN classifier for plant leaf disease detection and 
classification [16]. The categorization uses textural 
characteristics taken from leaf disease photos. Alter-
naria, anthracnose, bacterial blight, leaf spot and 
canker are among the illnesses that KNN classifier 
will classify. The suggested method can accurately 
detect and identify illnesses with 96.76 percent ac-
curacy.

Extreme Gradient Boosting (XGB)

In regression and classification problems, for ex-
ample, gradient boosting is applied. It generates a 
group of flimsy prediction models, often decision 
trees. When a decision tree is the weak learner, gra-
dient-boosted trees perform better than random 
forests in general. Unlike previous boosting ap-
proaches, gradient-boosted trees allow optimization 
of an arbitrary differentiable loss function. This al-
gorithm creates consecutive decision trees. Weights 
are vital in XGB. Weights are assigned to each inde-
pendent variable before being included in the deci-
sion tree that forecasts outcomes. The second deci-

FIGURE 1. K Nearest Neighbor (KNN) algorithm for machine 
learning
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sion tree receives higher weight for variables that 
the first one predicted erroneously. Then, several 
classifiers and predictors are integrated to create a 
more accurate model. A user-defined prediction is-
sue can be solved using this tool.

Based on weighted XGB, developed a hierarchi-
cal categorization approach. A vast number of char-
acteristics from six groups are recovered from the 
pre-processed heartbeats [17]. Then, to choose fea-
tures, recursive feature elimination is carried out. 
The classification process is then followed by the de-
velopment of a hierarchical classifier. Threshold 
and boost classifiers make up the hierarchical clas-
sifier. And weights are added to the XGBoost classi-
fiers to improve them. The results demonstrated 
that the XGB has the highest precision (> 0.94) and 
greatest prediction accuracy (94 percent). These 
findings indicate that the XGB is a strong candidate 
for patient classification. These results suggest a po-
tential new treatment option for individuals with 
acute bronchiolitis: XGB systems trained on clinical 
data.

Decision Tree

A decision tree is a decision support tool that 
uses a tree-like graph or model to represent actions 
and their possible effects, including utility and the 
results of chance occurrences. It’s one way of show-
ing an algorithm. Operations research regularly 
uses decision trees, especially in decision analysis, 
to help determine a course of action that is most 
likely to succeed. The usage of it in machine learn-
ing is also widespread. By mapping from the root 
node to each child node separately, a decision tree 
may easily be transformed into a set of rules. Final-
ly, by adhering to these criteria, one can draw suit-
able judgments.

Random Forest [4] is a popular approach for su-
pervised learning. Used in Machine Learning Clas-
sification and Regression. It makes use of ensemble 
learning, a technique that combines a number of 
classifiers to tackle complicated issues and enhance 
model performance. In order to increase the preci-
sion of a dataset’s predictions, a Random Forest 
makes use of a number of decision trees on different 
subsets of the provided dataset. The random forest 

FIGURE 2. Extreme gradient boosting (XGBoost) algorithm for machine learning

FIGURE 3. Decision tree algorithm for machine learning Random Forest classifier
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considers the forecasts from each tree and predicts 
the final result depending on the majority vote rath-
er than relying on a single decision tree. More trees 
in the forest enhance precision and reduce overfit-
ting. There are several scientific applications of ran-
dom forest [10,18,19,20,21].

To predict the class of the dataset, the random 
forest makes use of many trees. While some deci-
sion trees may be accurate, others might not. But as 
a group, the trees make wise predictions. So, for a 
better random forest classifier, here are two under-
lying presumptions. For the classifier to accurately 
predict results, the feature variable in the dataset 
has to have some genuine values. The predictions 
from each tree must be substantially connected. RF 
is a grouping or ensemble of Classification and Re-
gression Trees (CART) that have been trained using 
datasets called bootstraps that are the same size as 
the training set. A collection of bootstraps is used as 
a test set after a tree has been constructed. The clas-
sification error rate across all test sets serves as the 
OOB estimate of generalization error.  It was dem-
onstrated that the OOB error for bagged classifiers is 
the same as using a test set of the same size as the 
training set. Using the OOB estimate eliminates the 
requirement for a test set [4].

Logistic regression

One of the most often used ML methods, super-
vised learning includes logistic regression. Using a 
given collection of independent factors, it is em-
ployed to predict the categorical dependent varia-
ble. A dependent variable with a categorical output 
is anticipated. Thus, the result must be a discrete or 
categorical value. It may be Yes or No, 0 or 1, true or 
False, etc., although probabilistic values between 0 
and 1 are presented. Logistic Regression and Linear 
Regression are quite similar, with the exception of 
their distinct uses. Problems involving regression 
are solved using linear regression, whereas those 
requiring classification are solved using logistic re-
gression.

In order to estimate the prediction error more 
precisely [22] present a parametric bootstrap model 
based on significant research in differentially ex-
pressed genes, particularly the local false discovery 
rate. The suggested technique guides model selec-
tion on two crucial issues: the number of genes to 
include in the model and the appropriate penalised 
logistic regression shrinkage. They show that pick-
ing more than 20 genes reduces prediction error 
just little. With Golub’s leukaemia and our cervical 
cancer data, we get extremely accurate predictions. 
As assessed the performance of classification algo-
rithms to predict coronary artery disease (CAD) [23]. 
They contrasted self-organizing feature maps, LR, 
CART, MLP, and SOFM. The predictor variables were 
age, sex, family history of CAD, smoking status, dia-
betes, systemic hypertension, hypercholesterolemia, 
and BMI. The ROC curve, HCA, and Multidimension-
al Scaling were used to compare classification per-
formance (MDS). There are 0.783 AUROC curves for 
MLP and 0.753 AUROC curves for CART, RBF and 
SOFM. In this data set, MLP performed the best in 
terms of classifying CAD. So FM did not perform 
well in predicting CAD in HCA and MDS.

FIGURE 4. Random forest classifier

FIGURE 5. Logistic regression in machine learning

Support Vector Machine

It is a supervised learning method that uses a  
hyperplane to split a dataset into two groups. SVM 
algorithm serves a similar function to C4.5, exclud-
ing the need of Decision trees. In order to reduce the 
likelihood of misclassification, the SVM algorithm 
tries to raise the margin (the distance between the 
hyper plane and the two closest data points from 
each corresponding class). Popular svm - based im-
plementations include scikit-learn, MATLAB, and 
LIBSVM.

Literature Survey

Machine learning methods have been used in a 
few studies to differentiate ADHD patients from 
control groups. There have been studies that have 
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used linear classifiers with reasonable accuracy to 
distinguish ADHD from control groups [3,7,24-27]. 
Data non-linear correlations may be found via non-
linear classifiers like support vector machines and 
artificial neural networks. According to [28] a sup-
port vector machine classifier might be used to dis-
tinguish between ADHD patients and control groups 
using EEG scans of event- related potentials.

As recorded EEG data from 31 children with 
ADHD and 30 healthy youngsters. In this study, a 
convolutional neural network was used to create a 
deep learning model with substantial performance 
in image processing applications [29]. Next, pre-pro-
cessed EEG data to reduce noise and artefacts for 
this purpose. Then, subdivide the pre-processed 
samples into additional samples. By removing the 
theta, alpha, beta, and gamma frequency bands 
from each sample segment, they created a three-
channel RGB colour picture. In order to extract fea-
tures and identify the photos, a 13-layer convolu-
tional neural network was fed the data. Using 5-fold 
cross validation on train, evaluation, and test data, 
the proposed model was examined. For segmented 
samples, the average accuracy was 99.06 percent, 
97.81 percent, and 97.47 percent, respectively. Sub-
ject-based test samples had an average accuracy of 
98.48 percent.

Using EEG-based brain networks developed a ge-
neric DL framework for diagnosing children with 
ADHD and illustrated the framework’s applicability 
and outlined some essential considerations for its 
implementation [8]. The suggested framework dem-
onstrated impressive performance with validation 
data accuracy of 98.17 percent and test data accura-
cy of 94.67 percent. In general, CNN techniques to 
diagnosing ADHD seem promising, and the current 
framework may be changed to support additional 
medical applications and/or brain signal recordings.

The effects of photic stimuli at various frequen-
cies and channels on the diagnosis of ADHD were 
examined [30]. With a primary objective to deter-
mine the best effective channel and recording status 

for ADHD diagnosis. Using power spectrum densi-
ties and spectral entropy values, the dataset utilised 
in these studies was compiled. These numbers were 
acquired from both ADHD and non-ADHD patients. 
The LSTM classifier had the greatest accuracy when 
these data were put into support vector machine 
(SVM), long short-term memory (LSTM), and artifi-
cial neural network classifiers. The computed accu-
racy of LSTM on the “Fp1,F7” channel was 88.88 per-
cent, and in the eyes-closed resting state, it was 92.15 
percent. It was discovered that spectral entropy con-
tributed favourably to the accuracy. Consequently, 
the potential difference among “Fp1, F7” sensors in 
the eyes-closed, resting condition proved useful for 
detecting ADHD.

The work was the first effort to categorise people 
with ADHD using a support vector machine, indicat-
ing that classification using non-linear approaches 
is viable for clinical populations. A visual GO/NOGO 
test with two stimuli was performed by 74 ADHD 
sufferers and 74 controls, two sets of age- and gen-
der-matched participants. ICA was used to separate 
ERP responses into distinct components [31]. A col-
lection of independent component features was de-
fined by a feature selection algorithm and put into a 
SVM model. Five latency measurements in certain 
time frames, taken from four different, independent 
components, made up the feature set. There were 
also two executive function-related components, a 
sensory-related component, and an independent 
novelty component. The accuracy of categorisation 
using a 10-fold cross-validation approach was 92 
percent. In addition, it has been demonstrated that 
separate ERP components give characteristics that 
may be utilised to characterise clinical groups.

The powerful algorithms of machine learning to 
deduct the ADHD in adults. The sample studied con-
tains 117 adults (67 ADHD, 50 controls). Two resting 
conditions (with eyes open and closed) and two neu-
ropsychological tasks total four measurements (vis-
ual continuous performance test and emotional 
continuous performance test). From the sample, 
they produce four data sets, one for each condition. 
Each data set is used to train four different SVM clas-
sifiers, and the results are combined using a logical 
expression built from a Karnaugh map. The findings 
demonstrate that this method enhances differentia-
tion across ADHD and control conditions, including 
between ADHD subgroups. Furthermore, on the ba-
sis of EEG power spectra acquired under different 
measurement settings, they present a model for 
classifying people with ADHD and control groups. 
The EEG power spectrum is derived from scalp elec-
trode-recorded EEG data and displays the distribu-
tion of the signal’s squared amplitude over all of its 
frequency ranges. Neuronal activity in the brain re-
sults in the production of EEG signals [32].

FIGURE 6. Support Vector Machine (SVM) algorithm



Romanian Journal of Pediatrics  – Volume 72, No. 2, 2023 63

According to [11] ADHD is difficult to diagnose 
since many of its symptoms are like those of other 
diseases. It is connected with gambling problem and 
obesity, with around 20% of overlap between each 
diagnosis. Using proven diagnostic equipment, it is 
essential for clinical practise to differentiate be-
tween illnesses presenting similar symptoms. Using 
all 26 items of the Conner’s Adult ADHD Rating 
Scales, the authors were able to differentiate be-
tween subjects with ADHD, obesity, and the control 
group with an overall accuracy of 0.80; precision 
(positive predictive value) ranged from 0.78 (gam-
bling) to 0.92 (obesity); and recall (sensitivity) 
ranged from 0.58 (obesity) to 0.87 (control group) 
(ADHD). The models with the top 5 and best 10 com-
ponents had fewer excellent fits. The CAARSS ap-
pears to be a viable tool for use in clinical practise 
for multi-classifying illnesses with ADHD-like symp-
toms. The study’s flaws were also pointed up by the 
author. To begin with, they were unable to recruit 
patient groups other than those with obesity and 
compulsive gambling to participate in this research. 
Second, only the CAARS short self-rating version 
was employed. In order to study the diagnostic fea-
tures of various populations, future research should 
strive to include people with a diversity of disorders 
and diagnostic methods.

For the automated identification of ADHD, [33] 
offer a robust machine learning approach that uses 
pupil-size dynamics as an objective biomarker. In 
our method, pupil metric feature engineering and 
visualisation were combined with cutting-edge bi-
nary classification algorithms and univariate fea-
ture selection. Ten-fold nested cross-validation (CV) 
yielded 85.6 percent AUROC, 77.3 percent sensitivity, 
and 75.3% specificity for the support vector ma-
chine classifier on declassified datasets of 50 pa-
tients. Pupil-size dilation velocity was discovered to 
be one of 218 statistically significant differentiators 
(p 0.05) among 783 engineered features. These other 
novel behavioural insights into associations be-
tween pupil-size dynamics and the presence of 
ADHD included Fourier transform metrics, absolute 
energy, consecutive quantile changes, approximate 
entropy, aggregated linear trends, and other. The 
strong AUROC values demonstrate the binary classi-
fiers’ robustness in identifying ADHD despite the 
limited sample size; hence, the sensitivity and speci-
ficity metrics may be significantly enhanced with 
additional data. For the first time, this work uses 
machine learning approaches to diagnose Through 
the use of oculometric paradigms and machine 
learning, Pupilometrics emphasises its potential as 
a discriminative biomarker and paves the way for 
novel diagnostic applications to assist in the diagno-
sis of ADHD.

This machine learning-based methodology offers 
a reliable, time-efficient way to diagnose ADHD us-

ing an objective biomarker rather than subjective 
clinical judgments. Qualitative observations are 
used in examinations lasting many hours. Our find-
ings help hasten clinical diagnosis and provide ma-
chine learning researchers a fresh perspective on 
pupillometry and ADHD. They can help doctors cor-
rectly diagnose ADHD. We demonstrate that pupil-
lometrics may be utilised to identify between ADHD 
positive and negative groups using machine learn-
ing. Future research to improve model performance 
and robustness may include the integration of pu-
pillometrics and eye gaze directions to provide a 
more precise ADHD risk score. When additional 
data is made accessible, deep learning-based algo-
rithms may allow for a more scalable and potent 
study of oculometric data for ADHD identification. A 
multi-classification approach that includes On-AD-
HD, Off-ADHD, and Ctrl individuals might provide a 
more comprehensive framework.

The used CNN and Gradient-weighted Class Acti-
vation Mapping (Grad-CAM) to detect a customised 
spatial-frequency imbalance in the EEGs of children 
with ADHD. A total of 57 age- and handedness- 
matched control children and 50 ADHD-afflicted 
children (9 females, mean age: 10.44 0.75 years) 
were enrolled [9]. As input, the power spectrum 
density of EEGs was utilised. They proposed an un-
derstandable representation of multichannel EEG 
data that can be trained using CNN algorithms. With 
their anomalies removed, the relative power distri-
butions in various frequency bands were compared 
to in children with ADHD. The study proved that it is 
possible to identify ADHD using CNN approaches 
with an accuracy of 90.290.58%. There were signifi-
cant disparities in the individualised spatial-fre-
quency abnormalities of ADHD patients. The aber-
rations were consistent with both group- and 
individual-level power distributions. A genetic and 
positron emission tomography (PET) imaging clas-
sification model for ADHD and healthy controls is 
proposed (HC) by [34]. Serotonin transporter (SERT’) 
binding potential was measured with [11C] DASB in 
16 ADHD patients and 22 healthy controls using PET. 
Thirty SNPs in the HTR1A, HTR1B, HTR2A, and TPH2 
genes were genotyped in all subjects. Cortical and 
subcortical regions of interest (ROI) were found us-
ing a ten-fold cross-validation model, and feature 
selection and classification were carried out using 
random forest (RF) machine learning. The ROIs of 
the posterior cingulate gyrus, cuneus, precuneus, 
pre-, para-, and postcentral gyri, as well as the SNPs 
HTR2A rs1328684 and rs6311, and HTR1B rs130058, 
were shown to be the most effective in differentiat-
ing between the presence of ADHD and the presence 
of HC. The validation sets’ average accuracy across 
all iterations was 0.82 (0.09), while their respective 
sensitivity and specificity were
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0.75 and 0.86. The data supporting the suggested 
model demonstrates the significance of the SERT 
gene, as well as the HTR1B and HTR2A genes, in 
ADHD and suggests disease-specific consequences. 
A trustworthy computer- assisted diagnostic tool for 
disorders that originate in the serotonergic system 
would help clinicians make better judgments due to 
the large number of co-occurring ailments and the 
difficulty of discriminating between them, particu-
larly in ADHD.

The study of [35] involved 83 adolescents with 
ADHD. Parents completed the ADHD Rating Scale- IV 
and the Disruptive Behaviour Disorder rating scales 
at baseline, and participants underwent the contin-
uous performance test, the Stroop colour word test, 
and resting functional MRI scans. Additionally, the 
amounts of cotinine and lead in the urine and blood 
were assessed. The subjects took part in a methyl-
phenidate research with an open label that lasted 
for eight weeks. For data analysis, four distinct ma-
chine learning methods were employed. The classi-
fication accuracy of support vector machines was 
84.6 percent (area under the receiver operating 
characteristic curve: 0.84). Age, weight, ADRA2A 
MspI and DraI polymorphisms, lead level, Stroop 
colour word test performance, and oppositional 
symptoms were shown to be the most distinctive 
sets of characteristics on the DBD grading scale. 
Their results support the translational development 
of SVM as an informative tool for predicting treat-
ment response in ADHD, however additional work 
is needed to improve classification performance.

In a prior work of [36] discovered that four ma-
chine-learning algorithms could accurately (area 
under the curve (AUC) >0.96) differentiate ASD from 
ADHD using only a limited fraction of Social Respon-
siveness Scale items (SRS). They use a freshly col-
lected crowdsourced data set that includes answers 
to their top 15 SRS-derived questions from parents 

of children with ASD (n = 248) or ADHD (n = 174) in 
order to improve their model’s ability to generalise 
to new, “real-world” data. By combining this unique 
survey data with their original archive sample 
(n=3417) and doing repeated cross-validation with 
subsampling, they were able to construct a classifi-
cation system with an AUC of 0.890.01 that uses just 
15 questions.

As trained (a) a cross-sectional random forest 
(RF) model using data accessible at age 17 to predict 
SUD diagnosis between years 18 and 19; and (b) a 
longitudinal recurrent neural network (RNN) model 
with the Long Short-Term Memory (LSTM) architec-
ture to predict new diagnoses at each age. The area 
under the receiver operating characteristic curve 
(AUC) for the random forest model (RF) was 0.73 (95 
percent confidence interval [CI]: 0.70-0.76). The RF 
model nevertheless yielded significant AUCs in the 
18-19 age range whether predicting all SUD diagno-
ses (0.69, 95 percent CI 0.66-0.72) or new diagnoses 
after excluding past diagnoses from the covariates 
(0.67, 95 percent CI 0.64, 0.71). The model that pre-
dicted new diagnoses had excellent model calibra-
tion, with a low Brier score of 0.086. 10 years before 
the first diagnosis, the Longitudinal LSTM model 
was able to forecast future SUD risks as early as 2 
years of age. For longitudinal models that forecasted 
new diagnoses one, two, five, and ten years in the 
future, AUC was 0.63 [37].

The study of [38] used machine learning to ana-
lyse parent/teacher evaluations, behavioural and 
neurological measures of executive function (EF) in 
predicting ADHD in 162 young children (ages 4–7, 
mean age 5.55, 82.6% Hispanic/Latino). Evaluations 
of EF teachers were the best indicators of ADHD. 
The current study discovered that cortical anatomy 
metrics from research studies and cognitive meas-
ures of EF that are frequently found in repeated 
evaluations don’t add much to the ability to tell chil-

TABLE 1.  Comparison of the model accuracy with some state-of-the-art studies in this field

Study Year Dataset Methods & Feature Extraction Classifier Accuracy

Allahverdy et al. [2] 2016 Same as this study Exponent of Lyapunov Fractal dimension 
of Katz Dimension of the Higuchi fractal 
Fractal dimension of Sevcik

MLP NN 96.7%

Mohammadi et al. [2] 2016 Same as this study Estimated entropy The Most Notable 
Petrosian Fractal Dimension of Lyapunov 
Dimension of the Higuchi Fractal

MLP NN 93.65%

Chen et al. [8] 2019 51 healthy youngsters and 
50 children with ADHD

Mutual understanding a matrix of  
connections

Deep CNN 94.67%

Chen et al. [9] 2019 50 kids with ADHD 57 
wholesome kids

Gradient-weighted Class Activation  
Mapping: Common Spatial Patterns

Deep CNN 90.29%

Dubreuil-Vall et al. [39] 2019 20 adult ADHD sufferers; 
20 healthy controls

Wavelet-based ERP spectrograms of 
event-related potentials (ERP) during the 
Flanker Task

Deep CNN 88%

Moghaddari et al. [29] 2020 30 healthy youngsters and 
31 children with ADHD

separation of the frequency bands  
creates RGB images

Deep CNN 98.48%



Romanian Journal of Pediatrics  – Volume 72, No. 2, 2023 65

dren with ADHD from those who are developing 
normally. This is despite the possibility that a more 
thorough examination of neural metrics, such as 
diffusion-weighted imaging, may shed more light on 
the underlying cognitive deficits linked to ADHD. 
This impact may be amplified by several EF ques-
tions in the BRIEF, as well as ADHD symptoms. Fu-
ture study analysing the usefulness of such indica-
tors in predicting academic and social impairment 
might provide light on their involvement in ADHD.

CONCLUSION AND FUTURE DIRECTIONS

This review examined a variety of ADHD diag-
nostic methods, including trials in which ML and DL 
AI techniques were employed to make the diagnosis. 
The bulk of research focused on hospital-based mo-
dalities such as MRI and EEG, whereas relatively 
few studies reported on the remaining modalities. 
Using data mining techniques, the healthcare busi-
ness may successfully “mine” important informa-
tion from the vast volumes of data it generates. 
Rather of using a single mining strategy to a data set, 
these papers demonstrate that a variety of mining 
techniques yields considerably superior results. The 
rapid and efficient creation of a system for the treat-
ment of ADHD disease is the result of the careful se-
lection of a combination of data mining techniques 
and their precise application to the data set. The 
needed dataset is separated into two halves, one of 
which is utilised for mining and the other for con-
firming. Frequently, the 10-fold cross validation pro-
cedure is utilised. Some of the studies use a dataset 
to examine various categorization algorithms in or-
der to identify whether a patient has a likelihood of 
developing ADHD. Others have investigated the ae-
tiology of ADHD diseases by “mining” a specific 
dataset. Fuzzy logic, association rule mining, Nave 
Bayes, artificial neural networks, and decision trees 
are some classification techniques. In addition to 
analysing these regularly employed strategies, sev-
eral recent publications have examined “hybrid 

models.” The purpose of a hybrid model is to im-
prove outcomes by combining various well-known 
classification and selection strategies into a single 
model. It has been noted that hybrid models provide 
extremely high precision if the appropriate combi-
nations of multiple algorithms are used.

The use of AI as a therapeutic decision support 
tool for ADHD might be further researched via a va-
riety of additional research avenues. Last but not 
least, we wish to support the creation of a cloud-
based platform that can save data from all ADHD 
diagnostic instruments in a single location. As a con-
sequence, medical professionals would have imme-
diate access to all the information required to con-
firm a diagnosis. For instance, parents, teachers, or 
ADHD patients may complete surveys independent-
ly, with the data being analysed by AI models in a 
cloud-based system for psychiatrists or doctors. So, 
to aid in the design and monitoring of medicines, re-
searchers may be able to apply AI as a component of 
a diagnostic procedure as well as a precision medi-
cine clinical decision support system.

New efforts should ensure that ML & DL algo-
rithms are explicable. AI approaches such as ML 
and DL might be difficult to comprehend. Due to the 
complex process utilised to produce the result, DL 
models are referred to as “black boxes,” and their 
outputs are difficult for doctors to comprehend. AI 
algorithms have been hampered in their application 
as clinical decision support aids in healthcare due to 
their limited interpretability. As a result, future re-
search on DL models should focus on the model’s 
explainability. Several methods, such as LIME, SHAP, 
and integrated gradients, may help ML or DL mod-
els be more interpretable. We intend to aid in the 
creation of an accurate AI model for identifying and 
tracking ADHD. This model will be used in a cloud- 
based system. In healthcare systems, wearable sen-
sors are becoming increasingly prevalent. Collect-
ing and analysing a stream of data from wearable 
computing devices in real time in order to make 
chronic illness forecasts.
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